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Let X1, Xa,...,X, be asample of size n from anormal distribution N(x, 02).
Consider the following point estimators of u:

n - “ 1
—x, thesamplemean ; 7 =2+ D=
,ul p ,U 2 Z(n_l) (Xz + Xs + + Xn) 1u3 X2

(1) Which of these are unbiased? (2) Find the relative efficiency. (3) Isthe
assumption of normality needed to answer parts (1) and (2)? For what purpose
IS this assumption needed? (20%)

Examine whether the following statements are true or false. Give an

explanation.

(1)1t is aways better to use a significance level of 0.01 than alevel of 0.10.

(2)With small samples and large —, quite large differences may not be
statistically significant but may be real and of great practical significance.

(3)Whether or not multicollinearity is a problem can be decided by just
looking at the intercorrel ations between the explanatory variables. (15%)
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