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1. Let

V ={(X,, Xy, X5y X4, X5 ) € R® 1 X, — 2X, + X, — X, + 2% = 0}.

Show thatS ={(-2,0,1,-1,0),(7,1,-3,0,—1)} s a linearly independent subset of V and extend S to be
a basis for V. (20%)

2. LetV and W be vector spacesand T :V —W be linear. Suppose that g ={v,,Vv,,...,V,}is a basis for V

and T is one-to-one and onto. Prove that T (£) ={T (v,),T(v,),...,T(v,)}is a basis for W. (15%)

3. Let Aand B be nxn matrices with real entries such that AB is invertible. Prove that A and B are
invertible. (15%)

4. Find the determinant of the nxn matrix. (15%)

[0 -1 0 - 0
1 0 -1 -0
A=|0 1 O P
|
0 0 -~ 1 0]
5. Determine whether the matrix
3 1 1
A= 2 4 2
-1 -1 1

is diagonalizable. If A is diagonalizable, find an invertible matrix Q that diagonalizes A. (15%)

6. Let 4 € M, (C) beaself-ajoint matrix, thatis, A" = A. The standard inner product on C* is given
by (u,v)=u’v. (20%)
(a) Prove (Au,v) = (u, Av).

(b) Use (a) or otherwise, show that eigenvalues of A are real.

(c) Let u be a A -eigenvector of A and v be a ¢ -eigenvector of A. Prove that if A4 # iz, then <u, v) =0.




